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Abstract

Of the many fascinating topics in condensed matter physics, this work aims to cover
two subtopics in some detail: 1) Manifestations of Kondo effect using single mag-
netic atoms on decoupled metal substrates. 2) How local variations in electronic or
mechanical properties of the decoupling layer affect these observations. In addition to
these areas of research, there will also be a focus on the optimization of tip-sample
approach mechanism. An ingenious method to determine the stiffness of monolayer,
discussed in [40, 41], is used to get the first impression of elasticity of h-BN/Cu(111).
Along with the electronic characterization, this approach sheds some light on the long-
standing debate of h-BN/Cu(111) being free of any mechanical corrugation [51, 81].
The first measurements of Kondo effect of Co and CoHx species, which exist because
of hydrogen adsorption, on this particular substrate are presented with a preliminary
analysis of the observations.

Keywords : cryogenic combined STM/AFM, capacitance-based tip-sample approach,
Φ variation, short-range forces, correlated atomic spins, Kondo effect, h-BN/Cu(111)
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Introduction

Over the last decades, technological progress has made it possible to investigate and
control the matter on an atomic level. Reason for growing interest in nanoscience, apart
from the hope of further miniaturization of microelectronic devices, is also the prospect
of understanding novel physical and chemical behavior occurring at nanometer (or
lower) scale. The study of single atoms and molecules provides new insight into the
processes on surfaces and gives a fundamental basis for fabrication of nanostructured
materials with potential applications in molecular electronics [31, 49] or spintronics
[37, 98].

With the invention of scanning tunneling microscope (STM) by Binnig and Rohrer
[5–7], a new method appeared to deal with nanometer scale structures. STM is a
powerful tool to investigate and control properties of single atoms and molecules,
and their interaction with the environment. Measurements at low temperature allow
combining the imaging capabilities of STM with spectroscopic analysis, manipulation
and chemical modification, which gives insight into the phenomena not accessible to
other techniques [45, 86].

The instrument used in this thesis, a sub-Kelvin combined STM/AFM with a
superconducting magnet (up to 14 T) and a single atom evaporator [40, 97] combined
with the high stability environment of the Precision Laboratory at MPI-FKF [60, 85],
provides a unique toolkit which is indeed capable of pushing the frontiers of science at
the nanoscale.

The high degree of clarity and control provided by single atomic or molecular
species on flat, clean substrates enable one to perform quantum simulations and study
physics therein [14, 38, 88]. Experiments using controlled manipulation of single
magnetic atoms like Co, Ti, etc. have provided unprecedented insight into the atomic
scale magnetism and understanding of correlation strength dependent effects like
the Kondo effect [43, 68]. It had already been observed that supporting layer has a
non-negligible influence on the properties of adsorbates [46, 67] which is of central
importance when it comes to investigating the Kondo effect. h-BN/Cu(111), which is
prophesied to be an atomically flat passivity layer with only an electronic corrugation



2 Structure of the thesis

could help deconvolve the effect of conduction electrons from the substrate and local
strain or defects in the supporting decoupling layer [51, 81].

Structure of the thesis

The experimental techniques used during the thesis and their theoretical background
will be described in Chapter 1. One of the tasks undertaken at the onset of this thesis
was optimization of approach mechanism. Chapter 2 provides an insight into the
physical aspect that allows for such an optimization. A protocol to implement such
optimization is discussed in the context of scanning probe instruments where the
sample holder dimensions vary slightly leading to change in background reference
capacitance values. Next, the structural and electronic properties of h-BN/Cu(111) are
investigated. In Chapter 3, the preparation parameters and procedure are discussed.
FER and KPFM measurements provide information about local Φ variation. An
analysis of such resonances at valley and rims of h-BN/Cu(111) is presented using
modes of a circular potential well. Following the electronic characterization, vertical
stiffness of the adlayer is measured. A preliminary analysis of the data indicates that
the mechanical corrugation of the layer is not significant. Later on, the Kondo effect in
measurements using Co on h-BN/Cu(111) is reported. These species show a variety
of spectroscopy signatures which are discussed in the context of adsorption sites and
chemical nature of the adsorbates in Chapter 5. A summary of the results is presented
in Chapter 6.



Chapter 1

Theory and Experimental setup

This chapter will give an introduction to basic principles of STM and nc-AFM, the ex-
perimental methods used in this thesis. In the next section, an introduction to Scanning
Tunneling Spectroscopy (STS) is presented in the context of point spectroscopy and
dI/dV map measurements. The primary instrument is a home-built Joule Thompson
refrigerated combined STM and AFM (aka subK STM). The last section gives a brief
description of the experimental capabilities of this instrument.

1.1 Scanning Tunneling Microscopy

The essence of STM is based on the tunneling experiments from the early 1960s
where a bias voltage, VB, was applied to two electrodes separated by insulating oxide
layer leading to a tunneling current, IT . The tunneling current is dependent on the
applied bias and is directly proportional to the electronic density of states of the two
electrodes and depends exponentially on the gap between the two electrodes. Thus,
tunneling current provides information about the electronic structure near the Fermi
level of the electrodes material. In case of STM, the two electrodes are the conducting
sample and the sharp metallic tip. The tip can be placed freely over the sample in x, y,
and z-directions with picometer resolution keeping a vacuum barrier between the tip
and the sample. In the regime where the gap is ~ few Å, the electrons can quantum
mechanically tunnel through the barrier between the two electrodes

1.1.1 Scanning modes

To harness the power of STM, a raster scanning mechanism is used. The tip is moved
back and forth over the surface while a computer program records the tunneling current.
The image generated has tunneling current encoded as a pixel colormap and (x,y)
position of the pixel represents (x,y) position on the sample.
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Fig. 1.1 Schematic of operating principle of a combined STM/AFM. 1. depicts the
qPlus sensor fixed on the z-piezo housing the STM tip. 2. shows the z-piezo which is
scanned using control electronics to scan the tip over the surface, and 3. shows the tip
stage where the scanner sits.

The tip can be moved in two modes over the sample. The first, and the more
common one being where a constant tunneling current is maintained between the tip
and the sample by a feedback loop. In this mode, the image generation works the
same except the pixel colormap encodes the tip height change instead of changes in
the tunneling current. The other mode involves moving the tip at a constant height,
which is riskier, as it can crash1 into artifacts on the surface and going over steps might
lead to severe loss of resolution. The images generated using the constant height mode
are more accessible as the changes in tunneling current can be attributed to the local
changes in surface and electronic structure. It gets more complicated to analyze the
constant current mode data as the tip is being moved vertically to maintain constant
tunneling current. Care needs to be taken to set feedback parameters in a way that
the feedback loop can keep the constant current and thus, doesn’t crash into artifacts
on the surface. In case of a crash, or any other event which makes the tip dirty for
that sake would require repreparation of the tip. This involves applying voltage pulses
on the sample to force entities on the tip apex to drop to the surface or rearrange.
Another way of tip cleansing is indenting it into the surface several nanometres until a
clean tip is attained. This is verified by checking metal surface state by doing dI/dV
measurement. To avoid this, the scanning speed used should be of the order of 10
nms−1, more so for a combined STM/AFM. On the contrary, thermal drift in vertical
height change must be of the order of 1% over the course of taking the image to use
constant height mode safely. To be able to maintain a perfectly clean, stable tip being

1contact between the tip and sample which destroys the sanctity of the tip
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Fig. 1.2 In Bardeen approach, a time-dependent linear combination of exact solutions
to the two one-electrode problems is used to construct and approximate wavefunction.
Due to the decaying tails of ψsample and ψtip, the approximated wavefunction is not
exact outside the barrier.

more critical than scan time, explains the constant current mode being more common.

1.1.2 Bardeen tunneling and Tersoff-Hamman approximation

The STM tunneling geometry inevitably being three dimensional requires a decent
treatment than one-dimensional tunneling junction as neither wave-matching at bound-
aries nor Wentzel-Kramers-Brillouin approximation is straightforwardly expanded to
three dimensions.

The tunneling problem can be viewed as a special case of a more general problem,
current-voltage characteristics at an interface. The perturbative treatment considering
weak tip-sample interaction circumvents to deal with the more complicated, latter
problem. The Bardeen formalism for tunneling between two electrodes [2] forms
the basis for most of the latest theories. Discussion by Alex D. Gottlieb and Lisa
Wesoloski on the application of the theory to STM forms the basis of the discussion
henceforth [33].

The idea is to separately treat tip and sample system across a square potential barrier
as shown in Fig. 1.2. Simplest one-dimensional Schrödinger equation is solved with
certain assumptions about electronic density of states. The electron transfer rate across
the electrodes is calculated using Fermi’s golden rule. Even though wavefunction for
the two electrodes can be separately found it’s arduous to take the effect of tip-sample
interaction into account. But it’s nothing to panic about as from general tunneling we
know that wavefunction decay exponentially in the barrier region with decay constant
of the order of 1 Å−1. The tunneling gap in STM is a few Å [6], and thus there’s
minimal wavefunction overlap. The mathematical treatment of the above discussion
can be found readily in literature but to discuss the subtle tunneling effects presented
in later chapters it’s essential to briefly go through it. Following assumptions are used
in theoretical treatment:
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1. Electron-electron interactions are ignored

2. Occupation of orthogonal states for both tip and sample are constant despite
electron transfer going on between the two

3. Tip and sample are in electrochemical equilibrium

4. Tunneling effect is effect to justify treatment by first order perturbation theory

The single particle Hamiltonian that the particles must obey can be written as,

Hψ =− h̄2

2m
∇

2
ψ(r)+V (r)ψ(r) (1.1)

Writing distinct Hamiltonian, as shown in Eq. 1.1, for tip and sample system to
simplify solving of Schrödinger equation for the system,

Htipψ =− h̄2

2m
∇

2
ψ(r)+Vtip(r)ψ(r)

Hsampleψ =− h̄2

2m
∇

2
ψ(r)+Vsample(r)ψ(r)

(1.2)

where V , for both tip and sample, is of the form,

Vtip,sample =

V (r) if r in the tip or sample region

0 otherwise
(1.3)

Assuming the electronic density of states for tip and sample to be ρtip(En) and
ρsample(En), occupancy of which follow Fermi-Dirac statistics. Using Fermi’s Golden
rule [19] it can be shown that the rate of tunneling from an occupied sample state to an
empty tip state is

2π

h̄
(1−Fµtip,T (E))ρtip(E)M2(ψsample) (1.4)

where Fµtip,T (E) is the occupancy of tip states at temperature T and µtip is the chemical
potential. The square amplitude of scattering matrix element, M2, connecting the tip
and sample states is given by

M2(ψ) =
1

NE
∑

k : |Ek−E|<2h/t
|⟨φk|H −Hsample|ψ⟩|2 (1.5)

where NE is the number of tip states in the energy range E −2h/t to E +2h/t. The
prerequisite for tunneling to occur is the availability of electon density of states at the
tip for electrons to scatter into. If we consider all the possibilites of electrons from
occupied DOS to the unoccupied ones between the tip and sample. Summing over all
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the processes in play the tunneling current, I, can be written as

I =
2πe

h̄ ∑
n

{
Fµtip,T (En)(1−Fµsample,T (En))− (1−Fµtip,T (En))Fµsample,T (En)

}
ρtip(En)M2(ψn)

(1.6)

At T = 0 K the Fermi-Dirac function is reduced to a Heaviside function. Ap-
proximating the summation to an integral in Eq. 1.6, the tunneling current is written
as

I =±2πe
h̄

∫
µsample

µtip

ρtip(E)T (E)ρsample(E)dE (1.7)

where T (E) is mean M2(ψn) over all sample states lying in a small energy interval
around E. The sign of I depends on relative chemical potential of the tip and sample.

Using low bias and low temperature conditions for tunneling for which ρtip(E)
and ρsample(E) are both more or less constant for E lying between the tip and sample
chemical potentials. Under these conditions T (E) has the form

T (E) =
1(

(µtip −µsample
)

ρsample(E)
∑

ψn : µtip<E<µsample

M2
ψn (1.8)

which allows us to write I as

I =±2πe
h̄

ρtip(E) ∑
ψn : µtip<E<µsample

M2
ψn (1.9)

Now we have a formula for I depending on the matrix elements. Bardeen found a
more symmetric expression for them. The idea is to approximate the volume integral
in ⟨φ j|H −Hsample|ψn⟩ by a flux through a separation surface between the tip and
sample.

Choosing any smooth surface in the barrier region that separates the tip and sample
and computing the zero operator H −Htip at the tip side

0 =⟨φ j|H −Htip|ψn⟩

=
∫

T
ψn(r)(H −Htip)φ

†
j (r)dr

=− h̄2

2m

∫
T

ψn(r)∇2
φ

†
j (r)dr+

∫
T

ψn(r)V (r)φ †
j (r)dr

−E j

∫
T

ψn(r)φ †
j (r)dr

(1.10)
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Fig. 1.3 Schematic of spherical tip approximation used by Tersoff and Hamman.

Evaluating H −Hsample, the zero operator for sample side,

⟨φ j|H −Hsample|ψn⟩=
∫

T
φ

†
j (r)(H −Htip)ψn(r)dr

=− h̄2

2m

∫
T

φ
†
j (r)∇

2
ψn(r)dr+

∫
T

φ
†
j (r)V (r)ψn(r)dr

−En

∫
T

φ
†
j (r)ψn(r)dr

(1.11)

where δT denotes the separation surface and T the region consisting of all points on
the same side of δT as the tip. Now, subtracting Eq. 1.10 from Eq. 1.11

⟨φ j|H −Hsample|ψn⟩=
∫

T
φ

†
j (r)

(
− h̄2

2m
∇

2
ψn(r)−Enψn(r))

)
dr

−
∫

T
ψn(r

(
− h̄2

2m
∇

2
φ

†
j (r)−E jφ

†
j (r))

)
dr

(1.12)

In the elastic tunneling regime, i.e., when En ≈ E j, using Gauss’s divergence
theorem

⟨φ j|H −Hsample|ψn⟩ ≈ − h̄2

2m

∫
δT

[
ψ

†
n (r)∇φ j(r)−φ j(r)∇ψ

†
n (r)

]
.dn (1.13)

where n is the normal vector to the separation surface.
In 1983, J. Tersoff and D. R. Hamman applied Bardeen’s result to the STM [94].

They modelled the electronic wavefunctions of tip by radially symmetric wavefunctions
deducing a rule of thumb: the tunneling current is proportional to part of the electronic
density at the center of the tip due to the sample wavefunctions.
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Using tip wavefunction of the form

Φ j(r) = A j
e−κ j.r

r
(1.14)

where

κ j =

√
2m|E j|

h̄
(1.15)

which satisfies the time-independent Schrödinger equation for r>R, the tip radii. C. J.
Chen [11] provided further insight for Φ j(r). It should satisfy

− h̄2

2m
∇

2
Φ j(r)−E jΦ j(r) =

h̄2

2m
4πδ0(r) (1.16)

We can compute ⟨φ j|H −Hsample|ψn⟩ in the tip region, getting

⟨φ j|H −Hsample|ψn⟩=− h̄2

m
2πA jψn(0) (1.17)

where φ j(r) in sample region is approximated by A jφ j(r). Rewriting the matrix
element

M2(ψn) =

(
h̄2

m
2π

)2

A2|ψn(0)|2 (1.18)

where A2 is the average of |A j|2 over all j such Φ j is limited in energy to a small range
around En. In the low bias voltage limit, the tunneling current, I, can be rewritten as

I =±2πe
h̄

ρtip(µ)

(
h̄2

m
2π

)2

∑
ψn : µa<En<µb

|ψn(0)|2

= (µtip −µsample)
eh̄3

m2 A2
ρtip(µ)ρsample(0,µ)

(1.19)

where
ρsample(r,µ) =

1
|µsample −µtip| ∑

ψn : µa<En<µb

|ψn(r)|2 (1.20)

is the sample’s local density of states (LDOS) per unit volume per unit energy at the
point r and chemical potential µ . From here the central idea of STM imaging that
tunnel current is proportional to the sample electron density at center of the tip is
inferred.

One has to keep in mind that above derived expression is only valid for low bias
and low temperature conditions. The Tersoff-Hamman formula is not applicable for
e.g., to normally doped semiconductors as a larger bias is required. Nevertheless, Eq.
1.7 provides valuable intuition for spectroscopy and imaging for STM.
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Fig. 1.4 Left. Schematic view of elastic tunneling process. Energy level diagram of
an ideal STM tip with a flat DOS, ρT , is shown alongwith the sample with LDOS,
ρS. ΦT and ΦS represent the workfunction of the tip and sample, respectively. Under
the bias voltage, VT , the Fermi level is shifted by ±|eVT |, and electrons are able
to tunnel through the trapezoidal barrier formed by the workfunction overlap of tip
and sample, and eVT . Right. Schematic view of potential energy diagram depicting
inelastic tunneling process. Magnetic excitaion or molecular vibrations are excited
by the inelastically tunneling electrons. The inelastic channel opens when the bias
voltage crosses the threshold corresponding to the energy of a certain mode.

1.2 Scanning Tunneling Spectroscopy

STM not only has the imaging capability but also quantitative spectroscopic mea-
surements are possible. Different types of spectroscopies, like dI/dV or dZ/dV ,
provide information about LDOS of sample and determination of image states, respec-
tively. Here, elastic and inelastic tunneling spectroscopic limits of scanning tunneling
spectroscopy (STS) are discussed.

1.2.1 dI/dV

Rewriting Eq. 1.7 for the case of an applied bias between the two conducting electrodes
regarding the model presented in Fig. 1.4 at a particular energy ε

I =
4πe

h̄

∫ eVbias

0
ρtip(EF − eVbias + ε)T (ε)ρsample(EF + ε)dε (1.21)

where the tunneling matrix element, T (ε), over small energy range is constant [11].
Under the assumption that electronic DOS of the tip are constant and some particular
values of ε , ρtip(EF −eVbias+ε)= ρtip, can be taken out of the integral. Differentiating
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Eq. 1.21 with respect to Vbias gives

dI
dVbias

=
4πe2

h̄
T (ε)ρtipρsample(Vbias) (1.22)

This means that differential conductance is proportional to the DOS of the sample.
By sweeping bias voltage holding the tip (with flat DOS) at constant height spec-
troscopic information can be recorded in the form of a current signal which is then
differentiated. [24, 55, 82] developed further the theory for STS, assuming a constant
tip DOS and that the transmission coefficient is to first order independent of bias. An-
other way is to use the lock-in technique to get the dI/dV signal which is rather noise
free and is commonly used. The lock-in technique is discussed in detail in Chapter
2. The lock-in signal can be used to spatially map the differential conductance of a
distinct resonance, called the dI/dV mapping. Instead of sweeping the bias voltage
it is kept at the energy of a particular state and the lock-in signal is recorded to get
spatial distribution of electrons in this state. To ensure good resolution each data point
needs to have more integration time than the integration time set for lock-in amplifier.
Usually to get rid of tip-sample dependencies and energy dependence of transmission
coefficient dI/dV signal is normalized by I/V . It was suggested by Stroscio [89] that
the transmission coefficient can be approximated by tunneling current which gives

dI/dV
I/V

∝ ρsample(E) (1.23)

This is a better approximation for the high bias voltage conditions, i.e., when
|eV|< Φ no longer holds.

Even though sometimes DOS obtained with STS is identical to the ones obtained
by photoemission experiments, it isn’t a replacement for them. Since the energy
interval accessible in STS is ≈ a few eV around the Fermi level because of tip stability
issues and electric field influence on local electronic structure [54, 57]. Nevertheless,
STS combined with STM can be used to study electronic properties of individual
atomic impurities on a surface. The ability to do highly selective spatially resolved
analysis makes it one of the most versatile techniques [45, 72, 76].

However, STS does not replace photoemission experiments, especially since the
accessible energy interval in STS is usually not wider then ±4 eV around the Fermi
level, due to stability limitations of the tunneling tip and the increasing influence of the
electric field on the local electronic structure. Nevertheless, STS in combination with
STM is one of the most versatile tools to study the electronic properties of individual
molecules on a surface. It allows locating and identifying species at particular sites.
Highly selective space resolved analysis can be performed, even where there are
several different components present [65] .
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Fig. 1.5 Schematic view of inelastic tunneling process’ effect on current-voltage
characteristic. Left. The current consists of elastic (dotted) and inelastic contribution.
The inelastic channel opens at threshold voltage, V > h̄ω/e. Centre. dI/dV spectra
showing step-like feature, symmetric around EF . In practise the step is smeared out
due to finite temperature effects (not shown). Right. In d2I/dV 2 spectra dip and peak
appear symmetrically around EF at the voltage corresponding to the excited mode. In
practice, the feature would have a width of 5.4κBT .

1.2.2 Inelastic electron tunneling spectroscopy

Elastic tunneling is the primary tunneling mechanism at play in STM. The other
possibility for the electrons is to tunnel inelastically through the junction [4]. The
electrons with sufficient energy give it away during this tunneling process leading
to an additional transport path. This energy is absorbed by the environment in the
form of, e.g., a vibrational [48, 86] or magnetic excitation [37] as the internal states
of adsorbates on the surface are excited. Even after losing their energy partly the
electrons still have enough energy to make it to the tip and be detected. Along with
the STM’s ability to address single atoms, molecules or molecular sites on a surface it
can access the inelastic processes for these species.

In Fig. 1.5, schematic of simulated IETS dataset is shown. The inelastic channel
provides tunneling path to electrons leading to higher tunneling current. The change
in dI/dV can be a bit noisy, leading to d2I/dV 2 becoming the signal of choice to
extract information about inelastic processes at play. The spectra can be understood by
taking both tunneling directions in consideration. This turns up as a dip in negative
bias voltage, symmetric to the peak on the positive side.

To explain the spectra obtained one has to take in consideration the inelastic
tunneling current’s contribution which is associated with the release of energy Ei.
Using the model as described in [48]

I = Ie + Ii (1.24)

where Ie is the elastic tunneling current given as in Eq. 1.19 and Ii the inelastic
contribution. Now, the tunneling current can be rewritten as
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I = σeV +
σi

e

∫
∞

−∞

[F(E − eV + h̄ω)(1−F(E))+F(E)(1−F(E − eV − h̄ω))]dE

(1.25)
where σe and σi are the respective conductances. They define the intensity of the

feature coming from respective origins. E.g., σi for vibrational feature arising from
the electron-phonon coupling. Analytically solving Eq. 1.25 gives

I = σeV +
σi

e

(
(eVbias − h̄ω) f (eVbias − h̄ω)

f (eVbias − h̄ω)−1
+

(eVbias − h̄ω) f (−eVbias − h̄ω)

f (−eVbias − h̄ω)−1

)
(1.26)

where f (E) = exp(E/κBT ). The first derivative of Eq. 1.26 can be written in a
modified form as in [48]

dI
dV

= σe +σi
(

f̃ (−eVbias − h̄ω)+ f̃ (eVbias + h̄ω)
)

(1.27)

where f̃ is a modified Fermi-Dirac distribution : f̃ (E) = (1+ exp(E/1.46kBT ))−1

[91]. The resulting dI/dV curve exhibits a step increase at EF ± h̄ω as shown in Fig.
1.5. Now, taking the second derivative leads to an expression which describes the
asymmetric dip and peak at ±h̄ω/e, as shown in Fig. 1.5.

The d2I/dV 2 signal is extracted through lock-in detection technique, which will
be discussed in detail in Chapter 2. To detect small changes in conductance a relatively
long acquisition time is necessary which critically depends on the stability of the
STM. The necessary stability conditions, as well as the high energy resolution, can
be achieved only at cryogenic temperatures. Apart from the broadening due to the
finite temperature, also the modulation voltage broadens the detected signal. Detailed
description of the influence of experimental parameters on the STM-IETS spectrum
can be found in [63].

1.3 FM-AFM and qPlus

By attaching the STM tip to the prong of a cantilever and recording its deflection,
an AFM image can be taken. The forces acting between the tip and sample bend
the cantilever providing an indirect access to the interaction force. The ability to
investigate insulating samples makes AFM an important technique [26, 62, 93].

qPlus AFM, developed by Franz Giessibl [28, 29], is a version of frequency
modulated noncontact AFM. qPlus is considerably better for combined STM/AFM
setup because of following reasons:
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Fig. 1.6 The qPlus design tuning fork and the tip. Left. Optical microscope image of
front side of qPlus TF. Right. Scanning electron microscope image of TF with Pt tip
glued to it. Inset shows FIB cut Pt wire. Scale bar : 5 µm. Thanks to Matthias Muenks
for providing the images. For detailed description of the procedure and assembly
please refer to [63].

1. High stiffness (≈ 1800 Nm−1) of the cantilever (the tuning fork fixed on the z-
piezo is effectively a cantilever) enables its operation at extremely low oscillation
amplitudes (< 1 Å). This allows simultaneous STM/AFM operation.

2. The signal is measured directly at the electrodes within the qPlus sensor. Piezo-
electric charges generated by deflection of the cantilever dissipate very lit-
tle power as compared to the conventional cantilevers thus facilitating low-
temperature operation. Also, no LASER is required for FM-AFM operation
making it perfect for combined functionality with low-temperature STM.

3. Q-factor of the qPlus (≈ 105) is high enough to achieve good signal to noise
ratios in FM-AFM because

δthermal

f0
∝

√
1

f0Q
, (1.28)

where f0 is the natural frequency and Q is the Q-factor.

4. A relatively high resonance frequency (≈ 30kHz) keeps thermal noise low (Eq.
1.28).

The following provides a brief theoretical description of qPlus sensors use for
FM-AFM. It is based on [62]. The restoring force applied by the cantilever on the tip
results in simple harmonic motion with a natural frequency of

f0 =
1

2π

√
k

m∗ (1.29)
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where k is the spring constant of the cantilever and m∗ the effective mass of the tip.
Bringing the tip in proximity to the sample leads to a frequency shift from the natural
frequency. For small oscillation of qPlus sensor, the force acting on the tip is assumed
to be a linear function of tip height z0. The frequency of the cantilever can be rewritten
as

f =
1

2π

√
k+ k′

m
(1.30)

where k′ is another spring constant between tip and sample. For the qPlus sensor,
as mentioned earlier, with high stiffness coefficient implies that Eq. 1.30 can be Taylor
expanded. Frequency can be now rewritten as

∆ f = f − f0 =
f0

2k
k′ =− f0

2k
∂F ′

∂ z
(1.31)

which depicts that frequency shift is proportional to negative tip-sample force
gradient. Along with all the factors discussed in this section to obtain a good signal to
noise ratio a low scan speed is required to get frequency shift images. Pauli repulsion
forces, which are responsible for imaging of molecular bonds, can be resolved at
oscillation amplitude ≈ 1 Å.

1.4 subK STM/AFM

The experimental setup used in this, aka subK STM/AFM [97], is housed in Box
4, Precision Lab of Max Planck Institute für Festkörperforschung, Stuttgart. In Fig.
1.7 a schematic of the setup is presented, and major parts are labeled. Designed as
a 14 T UHV STM with 3He cryostat at it was inception in 2005, it has undergone
some changes in the pumping system, tip assembly, etc. and is now a combined
STM/AFM. Use of 4He instead of 3He for Joule-Thompson cycle limits the minimum
temperature to 1.1-1.4 K despite thermal intake from AFM amplifier near the head.
The base pressure in both Preparation and STM chambers is < 5·10−10 mbar. The STM
tube is fed in through the STM chamber with cryogenic pumping its base pressure is
assumed to be < 1·10−10 mbar. With vibrational stability provided by the Precision
Lab, the z-height stability is better than 1 pm. Preparation chamber houses a sputter
gun, heating stage, evaporators and gas inlets, and Auger electron spectrometer and
mass spectrometer, providing a broad range of in-situ sample preparation possibilities.
The superconducting magnet sits around the STM tube, in liquid He bath. Nanonis
from SPECS GmbH is used as the control electronics and software for the STM/AFM
operation. The tunneling current is amplified using a variable gain (103-1011 VA−1)
low noise current-to-voltage amplifier from FEMTO Messtechnik GmbH (DLPCA-200).
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Fig. 1.7 Schematic of subK STM/AFM showing all the major components
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The unavoidable trade-off of working at cryogenic temperatures, the measurement
time between two filling cycles, is ≈ 60 h.

1.5 Sample holder

Fig. 1.8 CAD overview of the modified sample holder for bulk insulating samples. 1.
depicts the old sample holder part with screw assembly ports. 2. shows the base of
the cap where sample sits. 3. is the spring to push sample against the cap to maintain
good contact. 4. is the SiC wafer. 5. shows the cap that pushes the whole assembly
together using M1.4 Molybdenum screws. 6. and 7. are overview of the assembly
from different angles.

Work done on a bulk insulating sample, like SiC in this thesis, required small
alteration in the sample holder design. The bulk metal samples, like Cu (111) or Rh
(111) are pressed against the Molybdenum sample holder from all sides to form good
electric contact. The graphitized SiC(000-1) has to be electronically contacted from
the top and is fragile. This requires that it be contacted from the top by a cap (shown
in Fig. 1.8, which is thinned down to 100 µm. The sample is pushed into the cap by a
Molybdenum wire spring to ensure good contact while the sample undergoes annealing
to 900 K during preparation and cryogenic cooling to 1 K during measurement.





Chapter 2

STM tip approach optimization

To begin the measurement after a new sample has been cooled down to the base
temperature, the STM tip has to be moved from the back contact (safe position) to
the tunneling regime. This involves moving the tip from ~5 mm to a few angstroms
away from the sample safely, avoiding any contact with the sample’s surface. In the
following section optimization of the tip approach for scanning probe instruments with
no optical access or absolute tip-sample distance readout is discussed.

2.1 Tip approach mechanism

Using the control electronics a slip-stick drive is used to move the coarse piezo-tip
assembly towards the sample. This can be realized in two ways: 1. the tip-sample
distance (z) is reduced (∆z~50 nm, for subK STM/AFM) by a step, followed by a
feedback check to detect tunneling current. These steps move the tip towards sample
until a tunneling current is detected; 2. reducing z continuously while the feedback
detects a tunneling current. Even though the latter method is faster, it’s unreliable
as the control electronics are not usually fast enough to prevent a tip-sample contact.
This makes the former mechanism to be a more popular way of approach1. Several
coarse approach mechanism to increase the reliability of the motor has been developed
since the invention of STM. Our STM/AFM head (for design details see [39]) uses the
walker type developed by Pan and coworkers [69]. A tube scanner is placed inside
a sapphire prism mounted by six pieces of shear piezo stacks. These are first moved
simultaneously in the sample direction by applying a fast voltage ramp. The sapphire
prism stands still until all the shear piezos have been moved to the new position (slip
part). After which the applied voltages on all the shear piezo stacks are reversed slowly

1The procedure followed by us involves bringing the tip from back contact to a few µm away from
the sample surface using continuous coarse steps followed by switching to the auto approach protocol.
This switch between the two modes is governed by a reference lock-in value which is known for a
particular sample.
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but simultaneously. The sapphire prism then follows the synchronized move of all the
shear piezo stacks (stick part).

For our STM/AFM, since the tip is glued on a quartz tuning fork, each step leads to
an impulse which makes the tuning fork oscillate. Oscillating tip translates into extra
cautious, slow approach. E.g., each auto approach step, where the tunneling current is
checked after every step, has to have an added delay of 2-5 s for SiC(000-1) sample
at 5 K. This translates into a very long approach time being ~several hours assuming
1000-2000 steps for such samples.

Since our system does not have optical access to the STM head, a conventional
optical coarse approach, to reduce z to a few µm is not possible. Another possible
approach is using a reference capacitance value (∝ Lock-In signal) as the limit of
the coarse approach and then starting the automatic approach protocol (mention
reference) to reach the tunneling regime. But this reference capacitance value is
highly dependent on the geometrical capacitance of the sample holder-tip geometry.
This implies that minor changes in sample holder geometry, from Au(111) crystal in
head form to cleaved NbSe2 samples to top contacted SiC(000-1) lead to different
reference capacitance values. This change in reference capacitance values renders the
"reference" useless.

Recently, de Voogd et al. [17] reported a capacitance vs z calibration method
where they calibrated the approach mechanism using the reference curves obtained
using precise capacitance bridge measurements. But this method also relies highly on
reliability of the coarse motor and a constant sample geometry. Instead of relying on the
calibration one could select a certain threshold in capacitance vs z characteristics and
use a routine for control electronics to detect it and switch from fast coarse approach to
slow auto approach. Schlegel et al. [79] used the aforementioned approach to optimize
approach time for their dip-stick STM. They used the analog lock-in amplifier to
access the tip-sample capacitance. The next section provides a brief description to how
the lock-in works and how it can be used to access the tip-sample distance.

2.2 Lock-In technique

As mentioned before, instead of numerically differentiating I(V) to obtain dI/dV , a
lock-in amplifier is used. This has many advantages, including:

1. Reduced 1/f noise

2. Spectral purity not required, i.e., noise at certain frequencies, e.g., 50 Hz do not
influence the results

3. Numerical differentiation not required
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For these reasons, lock-in technique is usually used for spectroscopic measure-
ments. It involves applying a sine wave, sin(ω0t), on top of the signal, integrate over a
period, and recover the signal at ω0.

Let the signal, f (t), by Fourier decomposition, be :

f (t) =
B0

2
+

∞

∑
n=1

An sin(nω0t)+Bn cos(nω0t) (2.1)

where ω0 = 2πT . An and Bn are obtained by multiplying this by sin(mω0t) or
cos(mω0t) and integrating it over one period. A lock-in multiplies Eq. 2.1 by the
reference signal, sin(nωre f t + φ), integrates it over one period, and multiplies the

result by
ω0√
2π

:

Vlock−in =
ω0√
2π

∫ t0+2π/ω0

t0
f (t)sin(nωre f t +φ)dt (2.2)

Setting ωre f = ω0 and φ = 0,

Vlock−in =
1√
2
· ω0

π

∫ t0+2π/ω0

t0
f (t)sin(nω0t)dt (2.3)

which means that lock-in measures the Fourier component of the signal, at the
set modulation frequency. The I(V ) signal consists of a resistive and capacitive part
which is 90° out-of-phase concerning the resistive signal. With the tip out of tunneling,
the phase is tuned such that all of the signal is in one of the two channels, either X or
Y. The resistive signal is then in the other channel. Rewriting Eq. 2.2, using Fourier
decomposition form in Eq. 2.1

VX =
1√
2
(Bn sin(φn)+An cos(φn)) (2.4)

VY =
1√
2
(Bn cos(φn)−An sin(φn)) (2.5)

where φn and φn + π/2 are the phase for VX and VY , respectively. Instead of
performing a one-period integration, a real lock-in passes the signal through a low-pass
filter, which is a good approximation to integration in Eq. 2.4,2.5.

Applying modulation voltage ∆V = Am sin(ωmt) to the tip-sample junction, the
voltage output of pre-amplifier is [9]

f (t) =
I(V +∆V )

G
(2.6)

where G is the gain of the pre-amplifier (G = 10−9AV−1). Since the lock-in
measures the Fourier component of this signal,
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Fig. 2.1 Principle of capacitive coarse approach. Vbias is modulated by the signal
Vlockin (Modulation amplitude = 10 mV; Modulation frequency = 607 Hz). For small z
response signal ∆V has higher amplitude (Bottom) as for large z (Top).

I(V +∆V )≈ I(V )+
dI
dV

∆V (2.7)

where, for the correct phase,

dI
dV

∆V = An ≈
√

2VX (2.8)

Thus, the analog output of the lock-in is

dI
dV

∝
G

∆V
V0 (2.9)

where V0 is the actual voltage reported by Nanonis. Using the capacitive compo-
nent of the I(V ) signal the junction capacitance can be measured [9].

2.2.1 Using lock-in for tip approach optimization

Using the apparent current, related to capacitance of the junction, the relative position
of the tip with respect to sample can be known. The tunneling current is amplified to an
AC voltage signal whose amplitude depends on junction impedance. Thus, variation
of amplitude of the lock-in signal in our capacitive channel depends tip-sample gap
(see Fig. 2.1).
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Fig. 2.2 dI/dV vs z behavior. dI/dV vs z characteristics on Au(111) (Left) and
Gr/SiC(000-1) (Right) sample is shown. The dashed line depicts the second derivative
of the dI/dV vs z characteristics. Inset. A zoom in on the kink appearing in capacitance
vs z characteristic at z ≈ 1-2 µm

2.3 Analysis of tip-sample capacitor

Here, the data obtained for approach on Au(111) and Gr/SiC(000-1) sample is analyzed
to get an insight into dI/dV vs z characteristics (see Fig. 2.2). The overall upward
concave curves, for large z, show close to linear behavior. But as the tip gets closer
to the sample (20× 103 & # & 2.5× 103) the wiggles in the curvature (as seen in
the second derivative) appear. When the tip gets close enough to the surface a large
change in curvature, which translates into large negative step in the second derivative,
is observed for all samples and different sample holders. The measurements were done
at both 5 K and 1.2 K show the same qualitative behavior as shown in Fig. 2.2.

By looking at the curvature of the characteristics a protocol for control electronics
can be designed which detects the change in curvature as the z is decreased. By
selecting a certain threshold for change in curvature for switching from coarse approach
to auto approach, STM pre-approach time can be significantly reduced. For subK
STM/AFM, using the above procedure pre-approach time has been reduced to ~30
min. Since the method relies only on tip-sample capacitance, it can be easily expanded
to any scanning probe instrument which requires the pre-approach.





Chapter 3

Local work function variations on
h-BN/Cu(111)

The work function, defined as the minimum energy required to remove an electron
from the surface to infinity, is a fundamental property of a surface. It affects the
reaction mechanisms and catalysis at the surface due to local variations of charges [95].
Any adsorbed species, sub-surface defects, or nano-patterning can lead to variable
charge distribution on the surface. Lateral electric fields or local doping [74] owing to
charge distribution affects properties of adsorbate [50]. However, Φ values measured
by most of the radiation-based methods are averaging over large areas (few µm).
Probing Φ from a relatively larger distance than the surface area of interest leads to
the averaging of net charges that occur due to Φ difference. The nanometer scale
resolution of STM, which radiation- and transport-based methods are still lacking [50],
makes it an attractive technique to probe Φ variations. The h-BN/Cu(111) surface
which is an excellent template for studying self-assembly, magnetic adsorbates [51]
is an interesting candidate for studying Φ variations and comparing them with other
methods and theory. In this chapter, the combined STM/AFM functionality of our
instrument is used to study these variations using field emission resonance (FER)
states and Kelvin probe force microscopy (KPFM). In this chapter the experimental
parameters used to grow h-BN on Cu(111) are discussed, followed by a Φ variation
study using two independent techniques.

3.1 h-BN on Cu(111)

Monolayer h-BN on Rh(111) has been the work horse of our group for studying
magnetic excitations in CoHx systems [41, 46, 47, 64] over the last years. Even
though the high catalytic activity of Rh(111) makes it easier to grow h-BN, the lattice
mismatch between h-BN and Rh(111) leads to a structural corrugation which makes it
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harder to manipulate adsorbates. Manipulability of adsorbates is an important aspect,
as the complexity of experiment rises. Moreover, h-BN on copper foil being a model
system for industrial production of BN makes it important from a technological point
of view [51].

3.1.1 Preparation

The preparation of h-BN on Cu(111) begins with obtaining a clean Cu(111) surface.
The Cu(111) crystal is prepared by repeated cycles of sputtering with Ar+ ion (60 min
at 1.5 kV) and annealing up to 980 K for 15 min in ultra-high vacuum. To control
the success of this procedure the Cu(111) crystal was checked in the STM. A clean
Cu(111) surface with large, flat terraces was obtained with only a few sulfur impurities.
The h-BN is then directly grown by chemical vapor deposition in the preparation
chamber of our instrument. Borazine ((HBNH)3) is dosed through a leak valve at
a pressure of 2× 10−7mbar at sample temperature of 1000 K for 10 min to obtain
roughly a full monolayer. Afterwards, the temperature is slowly lowered to allow
uniform growth of the layer before the sample is transferred in-situ to the cold STM
head. Using the same parameters but only 2 min dosage time we obtained partially
coverage which allows for better tip preparation. This might also be advantageous for
controlled manipulation of atoms or molecules.

3.1.2 Structure and electronic properties of h-BN/Cu(111)

h-BN forms an at least electronically corrugated sheet above the Cu(111) surface with
a hexagonal Moiré superstructure with periodicities ranging from 3 nm to nearly 15 nm.
This can be verified by using simple geometrical model overlay h-BN (lattice constant
= 2.5 Å)and Cu(111) grid (lattice constant = 2.56 Å) [15]. Two hexagonal grids are
overlaid with a set mismatch in lattice constant and rotated with respect to each other
at small angles two reproduce Moiré superstructure for the case of h-BN/Cu(111).
Moiré superstructure periodicities obtained by the above method did not correspond to
experimentally obtained ones for both 2% lattice misfit or the 0% misfit for stretched
h-BN as described in [51]. Here, in the presented data, for misfit of 1.8% with minute
rotation angles between the two grids could reproduce periodicity and orientation of
Moiré superstructure. Fig. 3.2 shows STM topography image of h-BN/Cu(111) at
high and low positive bias voltage. There is a considerable electronic corrugation
because of the lattice mismatch to the substrate. Compared to h-BN/Rh(111), this
superstructure, at least in our data, not linked to mechanical corrugation [20]. This
makes h-BN/Cu(111) attractive for atomic manipulation possibilities. The electronic
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Fig. 3.1 Large scale (200 nm × 125 nm) constant-current STM image of h-BN/Cu(111).
I = 20 pA and Vbias = 3.7 V. h-BN grows over the step edges of underlying Cu(111)
surface. Different relative rotational orientations of the Van der Waals layer with
respect to the substrate lead to varying Moiré-like superstructure.

corrugation leading to trapping potentials for atomic and molecular adsorbates makes
it unique compared to other decoupling layers.

For structural analysis STM topography of h-BN/Cu(111) was taken at V = -5 - +7
V. Different apparent heights of h-BN on Cu(111) substrate was obtained for different
bias voltages which shows a nice example to the known fact that STM is unable to
detect the true topographic height. Due to h-BN being insulating, no spectroscopic
contribution is expected from it within the band gap. This makes it transparent to
STM at low bias voltages, as seen in Fig. 3.2(d). Friedel oscillations [36] due to the
scattering of the Cu(111) surface state are observed on h-BN with a marginally larger
wavelength. The dI/dV map for the two bias voltages shows electronic structure of
the Cu(111) substrate for the low bias voltage and corresponds to Moiré superstructure
at a high bias voltage. The interface state occurring at these high positive voltages
lead to the Moiré pattern seen in dI/dV [8]. It should be noted that the latter does not
correspond to an intrinsic h-BN related band, but only represents a modification of
the Cu(111) surface state upon h-BN adsorption. One to one correspondence can be
seen between frequency shift images, obtained simultaneously with STM topography,
and STM image. However, at low bias voltages due to constant current imaging mode,
one can still see the Friedel oscillations near the rim sites. The height z was modulated
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Fig. 3.2 Structure of h-BN/Cu(111). a.) Left. STM topography at Vbias = 3.6 V. Inset.
STM topography at Vbias = 4.8 V. The circles (line and dotted) mark the valley and
bridge sites. Center. Frequency shift image. Right. dI/dV map of the area. b.) Same
as a.) with Vbias = 5 mV. c.) FER and KPFM measurement at valley and bridge region.
d.) STM topography of the h-BN/Cu(111) interface at the two bias voltage values.
Scale bar : 10 nm. Current : 500 pA



3.2 Work function using STM/AFM 29

1 3 5 7 9

Fig. 3.3 Field emission resonance. Left. Schematic of tunnel junction under high
sample bias. The triangular potential barrier can host eigenstates which aid occur-
rence of transmission resonances. Right. Constant current dI/dV measurement and
corresponding tip trajectory measured on h-BN/Cu(111).

by the STM feedback influencing the AFM channel. At higher bias voltages (+4.8
V) contrast inversion in the STM topography occurs as shown in the inset of Fig. 3.2.
The apparent corrugation and contrast inversion at these bias voltages is related to the
emergence of the first FER peak.

For the bare Cu(111) region dI/dV measurement show surface state onset at -440
meV, which corresponds to the literature value [75, 77]. On h-BN adsorbed regions
the onset occurs at about -330 meV, showing that the band is upshifted by nearly 100
meV. Comparing the shift in band below h-BN to other adsorbates like NaCl/Cu(111)
(230 meV) [77] and Xe layer on Cu(111) (130 meV) [71] suggests weak interaction to
the substrate.

3.2 Work function using STM/AFM

In this section, local Φ variations on h-BN/Cu(111) are discussed. The two techniques
FER maps and KPFM maps were used for the purpose above. A brief overview of the
two methods is provided. Later, the two are compared concerning their resolution, and
an estimate of the Φ variation on h-BN/Cu(111) is provided.

3.2.1 Principle of FER

Under high bias voltage conditions, the tunnel junction potential in a 1D simplification
looks like Fig. 3.3. The electrons find themselves in a triangular potential well formed
by the junction boundary and its electric field. Whenever the electron energy coincides
with an eigenstate of the well, a transmission resonance can occur [35]. For a flat
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metal surface, the FER states, delocalized in the surface plane, consists of a band of a
2D electron gas. In STM, one can use dI/dV spectroscopy to access the FER states.
The measurement is performed by ramping bias voltage while keeping I constant,
recording the z and dI/dV value throughout. When the voltage reaches the energy of
an FER state, the tip retract instantly by ~1 Å per state. The energy values of these
curves can be clearly seen in the dI/dV curve as shown in Fig. 3.3. Due to the strong
electric field at the STM junction for such high bias voltages, the energy spacing
between two states is distorted because of Stark shift [13, 22]. The Stark shifted image
potential states seen in dZ/dV curve are referred to as FER states.

The FERs are weakly coupled to the metal substrate because of being so close
to the surface. Their energies are determined with respect to the vacuum level. This
means that variations in the energy of FERs are related with variations of local Φ

[73, 74]. For higher biases, because of the high electric field at the junction, the Stark
shift is stronger. This means that Φ variations are ascribed according to the variation of
the first FER. Because of the high bias voltages involved this technique is not suitable
for use on molecules because they are unstable at such high biases. The positive bias
voltage on the sample reflects the FER on the sample because the electrons tunnel
from the tip to the surface. At negative bias values, the FER represent the tip state.
Thus, to probe local Φ variations high positive bias voltages are used. STMs capability
of being a local probe is advantageous here as well as FERs can be probed at specific
positions. This means that they do not suffer from broadening due to summation over
different structures for radiation-based techniques.

3.2.2 Principle of KPFM

The AFM tip scanning over the surface has a different Φ than the substrate. Due to the
dipole layers formed on the substrate and the tip it will experience electrostatic forces.
This is a consequence of the difference in Φ, called the contact potential difference
(CPD) [61]. For a conductive tip, the electrostatic force can be compensated for when
the bias applied to the junction compensates for CPD [66]. For FM-AFM the forces
involved lead to a frequency shift. For a KPFM measurement, the tip oscillates at a
frequency, ω , and the potential difference between tip and sample is

V = (Vbias −VCPD) (3.1)

where Vbias is the bias voltage applied to the sample, VCPD is the CPD. Approximating
the tip-sample junction as a parallel plate capacitor, the force can be written as

F =
1
2

dC
dz

V 2 (3.2)
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where C is the capacitance between tip and sample and V potential difference. Substi-
tuting V from Eq. 3.1, the frequency shift, ∆ f ∝ dF/dz can now be written as

∆ f (V ) =
d2C
dz2 (Vbias −VCPD)

2 (3.3)

For Vbias equal to the CPD, F is equal to zero. Accessing CPD in this way is known as
KPFM. Accurate Φ values can be determined if the tip is calibrated by measuring the
CPD on a surface of known Φ. In the absence of an exact calibration, CPD variations
measured on a surface allow one to determine Φ variations, as the Φ of tip is constant
during the measurement and variations arise only due to variations of the local Φ of
the surface.

3.2.3 FER maps

FERs can be observed in STS as peaks in dI/dV spectra taken in constant current mode.
However, not every peak observed at high positive bias voltage reflects an FER state
(see Fig. 3.2). The lowest peak observed on h-BN/Cu(111) is an interface peak similar
to the one observed on Gr/Ru(0001) [8, 87]. This peak occurs because of the interface
state localized between the h-BN and Cu(111) surface. The peak is smoother than
the other peaks observed and varies little in energy (~40 meV). This small variation
in Φ can be attributed to corrugation of the h-BN/Cu(111). The proximity effects in
the adlayer could lead to these variations and shape of the peak. The proximity of
Graphene to Ru(0001) shifts the interface peak to higher energies than obtained here
[8, 87]. This also explains the variation observed between the rim/bridge and valley
region. Therefore, the second peak observed in dI/dV spectra is addressed as the first
FER in the following.

To map the FERs, a grid of points is overlaid on the area of interest (see Fig. 3.4).
At each of these points the bias voltage is ramped from 1 V to 9 V while keeping the
current constant (I = 100pA). The dI/dV curves spanning the first FER are arranged
in a 2D matrix which can be used to obtain a colormap for each bias value. These
images can then be put together into a movie showing maps at gradually increasing
bias. In Fig. 3.4(d), frames of such a movie are shown. A striking observation from
these movies is the appearance of a bow-like structure in the valley for increasing bias.
This effect can be attributed to the asymmetric tip shape leading to different Φ values
at the tip. Presumably, due to the local directional gradient two facets of the tip with
different Φ contributing to the tunneling current lead to this shape. The sharpness
and intensity of the FER peaks in the valley region make it possible to look at this Φ.
At higher voltages, rings start to appear around the valley, and rim regions brighten
up gradually [18]. At even higher bias values the peak undergoes contrast inversion.
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Topography 20 nm x 20 nm WF map (eV)

Fig. 3.4 FER map of h-BN/Cu(111). a.) STM topography of the area with overlaid 20
x 20 grid. Scale bar : 4 nm. b.) Φ variation colormap using the shift in first FER peak.
c.) Scheme of the tip Φ effect on local FER measurement. d.) Energy slices of first
FER peak showing the asymmetric onset of the state. Scale bar : 5 nm



3.2 Work function using STM/AFM 33

Assuming constant Φ throughout the valleys a map of the first FER can be obtained
(Fig. 3.4(b)).

Fitting sum of two Gaussian peaks, to better capture the form, to the first FER peak
the maxima can be calculated for each of the grid points. Converting this again to a
2D matrix a colormap showing variation in peak energy values can be obtained. In
Fig. 3.4(b), such a map is shown. The absolute difference between the shift in first
FER peak between rim and valley is 245 mV. A histogram of peak positions at the
two areas was plotted and fitted by a Gaussian. The difference between the two peak
positions gives Φ variation between rim and valley to be 142 ± 11 meV.

The map obtained at V = 5.7 V shows ring features developed in the valleys
(Fig. 3.4(d). Lowering of Φ in the valley might lead to the formation of a standing
wave mode, similar to the one responsible for FER, could be responsible for such a
ring-feature [21]. For such a case the first FER peak would also have a double peak
like feature.

The ring-like feature around the valley centers (e.g., 5.7 V colormap in Fig. 3.4(d))
reflects a standing wave mode which the valley region can sustain due to its lower Φ.
This could be similar to a circular potential well which can sustain several electron
eigenstates [34]. Wavefunction for such a system can be written, using quantum
numbers n and m, as

ψ(n,m) ∝ Jm

(
r

rn
m

)
.sin(mφ) (3.4)

where Jm is the mth Bessel function in the radial direction (r), truncated at its nth

zero (rn
m). This is then multiplied by a sinus function in the azimuthal coordinate

(φ ). Quantum numbers n and m describe a number of nodes in radial and azimuthal
direction respectively. For this system, the (0,1) mode (n = 1, m = 0) is the one with
the lowest energy and is reflected by a peak inside the valleys, peaking at their center.
In the experimental data, this is seen as a wave-like feature traveling through the center
of the valley. Colormap corresponding to the bias voltage of 5.4 V in Fig. 3.4(d)
reflects the state across the entire valley but is also reflected in the maps around said
bias voltage. (1,1) mode is the next mode for the circular disc problem and has two
peaks with opposite sign at opposite side of the disc. For the case of tunneling into
states with varying nodal diameter and its different orientations, a ring-like feature is
expected [14]. The case of bias voltage 5.7 V) shows a ring-like feature corresponding
possibly to the (1,1) mode.

3.2.4 KPFM maps

Similar to the FER measurement a grid is laid on the surface to mark the measurement
positions. To be able to compare resolution of the two techniques same grid size (20
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Fig. 3.5 Φ variation using KPFM. a. Topography of the area prior to KPFM measure-
ment. b. Colormap of the CPD obtained using constant height KPFM map or the
area.

× 20) was used. At each of these grid points, the tip is placed in constant height mode,
and the frequency shift is recorded as the bias is ramped from -2 V to +1 V. Between
two measurements the tip is moved to the center of the valley and the feedback loop
is switched on to readjust tip height. This avoids overall drift of the z-piezo over
the several hours of measurement time. Fig. 3.2(c) shows KPFM measurement for
the case of rim and valley region. Additional electrostatic forces lead to an offset of
the entire curve which translates to ∆ f (VCPD) not being identical for rim and valley
measurement.

A MATLAB code was used to perform parabolic fit and extract the maxima of
∆ f (Vbias) curve. The values obtained for VCPD are then used to obtain colormap shown
in Fig. 3.5(b). The absolute difference between the valley and rim VCPD positions was
found to be 185 meV. A histogram of the VCPD values for rim and valley areas was
generated and fitting Gaussian to the data gives a Φ variation between rim and valley
to be 62 ± 14 meV. As is seen in Fig. 3.5 the areas of high CPD appear lower in
topography. This observation is in qualitative agreement with the FER maps obtained
in the same area. Two defects were seen in Fig. 3.5(a), not visible in CPD map,
reflect upon the fact that KPFM measurement has a poor lateral resolution. It relies
on long-range electrostatic interactions which results in weighted average over the
relevant size of tip (~5-10 nm) [100]. This also leads to averaging effects in CPD
map between the rim and valley regions since they are also in this size range. In total,
this leads to an underestimation of the Φ difference value measured by this technique.
Nevertheless, areas with lower and higher Φ values are discernible and in agreement
with the previous measurement.
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Table 3.1 Calculated and measured Φ variation on h-BN/Cu(111)

Method Φ variation (meV) Reference Comment

Approach curve 300 [51] local measurement leads
to more pronounced shift

T = 6 K

FER maps 143±11 (245) present work closest estimate provided
by peak position map

T = 1.2 K

KPFM maps 62±14 (185) present work averaging effects lead
to underestimation

T = 1.2 K

DFT 130 [51] Moiré

DFT 90 [32, 51] 1 × 1

3.3 Discussion

STM based Φ variation measurements can detect lateral Φ variations at the scale of
a few nm. For the case of h-BN/Cu(111) where the Φ varies on that order radiation-
based techniques suffer from averaging over large structures and can’t provide later Φ

variation information which is of central importance to study adsorbed species, e.g.,
molecules in trapped potentials at valleys. The high resolution Φ measurement done
using FER maps [80, 84, 90] provides a Φ variation between rim and valley to be
143±11 meV which is in close agreement to the DFT calculations [32, 51]. Using
24×24 h-BN overlaid on 23×23 4-layer Cu(111) slab with certain rotation angle,
to generate Moiré superstructure, is topographically planar with small changes in
adsorption registry. Φ variation between regions where BN is adsorbed in B f ccNtop

and BhcpN f cc configuration is 130 meV as shown in Table 3.1. Using 1×1 adsorption
a Φ variation of 90 meV between the two extreme cases was calculated.

The approach curve measurement provides a Φ variation of 300 meV [51]. This
measurement suffers from significant errors due to diagonal movement of the tip during
approach. Since the value is calculated just by single measurements at rim and valley
site, it does not provide a good estimate of the overall Φ variation. For the KPFM
measurement, the weighted-averaging over the size of the tip means that small-scale
variations are averaged over and for the case of h-BN/Cu(111). Thus, the measurement
underestimates Φ variation to the value of 62±14 meV. The discrepancies between
calculated and measured values can be explained by the uncertainty in the exact
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position of B and N atoms over the Cu(111) slab. For such a loosely bound decoupling
layer the dispersion forces involved cannot be exactly accounted for using DFT
calculations, and thus, experimental measurement of Φ variations becomes important
[18]. Φ variation measured using the shift in the peak position of the first FER state
provided a highly resolved, accurate work function variation for the system.



Chapter 4

Stiffness of h-BN/Cu(111)

This chapter provides an insight into our investigation of the stiffness of an h-BN
monolayer on Cu(111). In a previous study on h-BN/Rh(111) [41] lateral and vertical
stiffness were quantified. On the weakly bound rim regions of h-BN, the vertical
stiffness obtained in this experiment were similar to the ones for BN sheet using
indentation experiments [3]. In our experiment on h-BN/Cu(111) however, even
though lateral and vertical deformation was evident, quantification of lateral stiffness
was not possible. The experimental procedure for such a measurement and data
treatment is elaborated upon in the following. Vertical stiffness in the repulsive and
attractive regime is discussed. A preliminary analysis shows that h-BN/Cu(111) is
stiffer than h-BN/Rh(111) which is expected due to comparatively less corrugation in
the former [41].

4.1 Data acquisition and treatment

To obtain spatial information in all three dimensions 3D Force maps of the area of
interest were taken. The combined STM/AFM functionality of our instrument lets us
measure frequency shift, ∆ f and the electrical conductance, G = I/V , between the tip
and sample. Exponential dependence of G allows for the determination of absolute
tip-sample separation and low oscillation amplitude (50 pm) during the measurement
allows detection of minute variations in the corrugation.

To prepare for the acquisition of aforementioned force maps the following proce-
dure was followed. Firstly, a large, defect-free patch of the h-BN/Cu(111) surface was
located, and the tilt correction function was used to compensate for the tilt. Following
this, a patch of 10×10 nm2 with a few valley-rim areas was selected. This is the same
area, the one used for FER and KPFM measurements. Therefore, the z-piezo creep is
minimal due to long waiting time. The scanning mode is then switched to the constant
height mode, and the bias voltage is lowered to 0 V. At last, the tip is approached
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Fig. 4.1 Stiffness of h-BN/Cu(111). a. Schematic of effective stiffness probed in
case of vertical attractive, vertical repulsive and lateral attractive forces [40]. b.
Selected frequency shift images from a set of constant height measurement. Only
the superstructure is resolved in these images. c. Semi-log plot of the averaged
vertical force over bridge, rim and valley areas. Exponential fit in x-range: -180-20
pm is shown. Dotted line acts as a guide to eye for spotting possible over-exponential
behavior.

-250 pm using the Z-controller module. A LabView script controls the data acquisition.
Since the constant height mode required slow scanning speed, to optimize acquisition
time, it was decided to take 128×128-pixel images. After each image, the script
retracts the tip by 10 pm and starts a new scan. The tip was retracted until the contrast
between rim and valley regions is lost. For the particular measurement presented here,
the starting set point of I = 100 pA, Vbias = 10 mV was chosen. After the tip had
been retracted from -250 pm to +20 pm (27 images) the contrast between rim and
valley was minimal. Four frequency shift images indicating changes in corrugation
for certain approach distances are shown in Fig. 4.1. These images can be seen as
128×128 pixel discrete frequency shift approach curves. For FM-AFM, force is not
directly proportional to frequency shift, but instead to the average force gradient (see
Eq. 1.31) [62]. To deconvolve the force from our frequency shift data we used the
so-called matrix method proposed by Giessibl [30]. The Eq. 1.31 is discretized, by
appropriate substitution and index shifting, and rewritten as

∆ fi =
N

∑
j=1

Wi jFj (4.1)
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where ∆ fi represents discrete, equidistant frequency shift data points. F is the
arbitrary force between tip and sample. The matrix elements, Wi j represent integral
terms used in the derivation of frequency shift caused by an arbitrary force using
Hamilton-Jacobi formalism [27]. Multiplying Eq. 4.1 from left by inverse matrix
M =W−1 gives

∆Fj =
N

∑
i=1

M ji∆ fi (4.2)

Thus, the deconvolution method does not depend on any approximation (like
Sader-Jarvis method [78]) and only involves calculating inverse matrix M.

In Fig. 4.1, a schematic explaining the measurement principle of this measurement
is presented. The dotted line represents the rim region of h-BN/Cu(111). When the
tip is far away from the surface, there is no interaction between the two. As the tip
approaches, attractive short-range forces come into play, and for a soft corrugated
h-BN layer it’s expected that it gets pulled up towards the tip. Fig. 4.1(a) shows the
said situation. If the tip is approached further in, the short-range interactions (Pauli-
repulsion) come into play, and the adlayer gets pushed in. If the tip scans over the
strained rim area, one could compare the shift in atomic positions to a less strained case
and get the lateral stiffness parameters. This case requires an unprecedented atomic
resolution which can be extremely hard to achieve. For the presented measurement
atomic resolution could not be achieved and thus, for the time being, a lateral stiffness
calculation has been skipped. The next section provides insight into first measurements
and preliminary analysis of the vertical stiffness part.

4.2 Vertical forces

Depending on the stiffness of the decoupling layer, the tip affects the corrugation
normal to the surface. We observe no deformation in the range between -250 pm and
20 pm of the set point (see Fig. 4.1(b)). Semi-log plots of the vertical force against
approach distance for the valley, bridge, and rim areas is shown in Fig. 4.1(c). In this
z-range, only the attractive part of the Morse-type force is seen. Though the last data
points do indicate a transition into the repulsive regime. In this section, a preliminary
analysis of attractive force and first indications from it are presented.

In Fig. 4.1(c) an exponential fit to the data with z between -180 and 20 pm is
shown. The range from -250- -180 pm has hint of an under-exponential behavior. The
dotted line acts as a guide to the eye to follow the said behavior. This observation
may stem from the repulsive interactions in play in this z-range. The decay constant
(-9.55 nm−1) is strikingly close for all the regions indicating that rim and valley region
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Fig. 4.2 Semi-log plot of short-range contribution from overall force data against
z-approach adn its exponential fit.

undergo similar deformation if any. On a closer look, one finds that slightly higher
forces are involved for rim and bridge, as compared to the valley. This observation
leads one to question the flatness of h-BN/Cu(111). To analyze it further one can have
a look at the short-range forces involved at rim region.

Presuming that the forces involved in valley area are long range in nature, one can
subtract them from forces at the rim area to calculate the short-range contribution. The
force averaged over valley area is subtracted from the one obtained for rim area to
obtain the magnitude of short-range forces. In Fig. 4.2 a semi-log plot of the force
against z-approach is shown. Exponential fit (decay constant : 10.3 nm−1) of the data
shows no over exponential (keep in mind the small z-range) behavior. This observation
seconds our previous claim of no deformation being seen for the valley and rim areas
on h-BN/Cu(111). No deformation of the layer indicates higher stiffness of the system,
e.g., as compared to h-BN/Rh(111) [40, 41].

4.3 Discussion

There has been a long-standing debate on the flatness of h-BN/Cu(111) since the
first claim of the corrugation being purely electronic [51]. Recent measurements
claim a minor corrugation between hill and valley region of 0.3-0.45 Å [81]. The
measurements provided in the chapter cannot detect the corrugation difference between
the two areas but offer an intuitive way of observing any effect of such corrugation.

The 3D stiffness measurement of a quasi-2D (debated) strained layer shows no
difference in forces involved at rim and valley area. This indicates minute corrugation
in h-BN/Cu(111) if any. The short-range force contribution at rim area that showed
over exponential behavior for h-BN/Rh(111) shows an exponential behavior for this
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system. Thus, no deformation at any of the sites in the layer is observed indicating that
the layer is quite stiff. The possibility of various rotations of the adlayer leading to
Moiré superstructures also suggests that layer is not as strongly coupled to the metal
surface as h-BN/Rh(111) [40, 41]. Further stiffness measurement with larger approach
range could provide more insight into the stiffness of layer in all dimensions. With the
new insight may be a more informed comment on flatness can be made.





Chapter 5

Co and CoHx on h-BN/Cu(111)

The suggested flatness of h-BN/Cu(111) motivated us to choose this system for extend-
ing our study of the Kondo effect using magnetic adatoms. Following the electronic
and structural characterization of the decoupling layer single cobalt atoms were de-
posited on the surface. The following presents an overview of the first results in the
context of the Kondo effect in this system. Firstly, a brief theoretical model of the
Kondo effect is discussed for the spin-1/2 case. Secondly, spectroscopic features
obtained on possibly different Co species are presented.

5.1 Kondo effect

For a normal metal, the resistance drops with decreasing temperature, and saturates
below ~10 K, reaching a value that depends on the concentration of defects in the
metal. However, already in the 1930s, experiments showed that the resistance of a gold
sample with iron impurities was found to decrease with temperature up to a minimum
value, but for even lower temperatures it started to increase again [16]. Jun Kondo
came forward with a model to explain this unique behavior of electrical resistance [53].
He associated this anomalous increase in the resistivity with the presence of magnetic
impurities in the metal and the consequent formation of a resonant state at the Fermi
energy. This happens below a characteristic temperature, the Kondo temperature, TK ,
that depends on the coupling strength between the impurity and the electron bath [42].

He explained the process as a many-body interaction between a single magnetic
atom and the many electrons in a non-magnetic metal. In the most straightforward
picture (Anderson impurity model [1]), the magnetic impurity has only one electron
that can be exchanged with the bath via a virtual process [92]. The minimum energy
configuration corresponds to the formation of a spin singlet (the Kondo state) between
the localized moment and the net spin of the electron bath that screens the spin of the
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Fig. 5.1 The Kondo effect. a. Schematic of a general inelastic co-tunneling process.
In the initial configuration, the magnetic atom is in the ground state; in the final
configuration, one spin has been flipped. This can happen in two possible virtual ways:
a hole or an electron can tunnel to the magnetic atom without conserving the energy,
and at the same time another hole or electron can tunnel from the magnetic atom to
the other side of the barrier. In this way, the system has changed its magnetization. b.
Schematic of differential conductance dI/dVbias through a single Kondo impurity as a
function of bias voltage Vbias. In the case of two levels shown in (a), split by an energy
∆ (bottom), an inelastic transport channel opens up when the bias exceeds ∆/e. When
the splitting between levels is reduced to zero (top), as for a spin-1/2 impurity in zero
magnetic fields, the logarithmically diverging peak in dI/dVbias persists at zero bias
(top). This is the perturbative signature of the Kondo effect.
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magnetic impurity. As a result, a sharp resonance peak appears in the electron density
of states at the Fermi energy.

The peak structure obtained for Kondo resonance in STM measurements can be
explained using the perturbation approach based on the Anderson model. The increase
in tunneling probability can be explained by taking interferences among different order
contributions into account [92]. Summing over all transition intensities and integrating
over the energy bandwidth, ω0, of the substrate electrons with the spin system leads
the observable differential conductance in STM experiments to be

dI
dV

∝ ρsample(εF)
∫

ω0

−ω0

g(ε)
ε

dε (5.1)

where integration of 1/ε leads to the logarithmic line-shape of Kondo resonance.
This approach only explains the scenario where higher order terms can be neglected

[92]. The characteristic temperature (Kondo temperature) at which the breakdown of
this approach happens is

TK =
Γ

kB
(5.2)

where Γ is the HWHM of the Kondo resonance at 0 K.
When a magnetic atom is deposited directly on top of metal the interactions with

the conduction electrons are very strong, giving rise to a Kondo temperature in the
order of 30-100 K [52, 96]. The Kondo interaction, and as a consequence TK , is
reduced if there is a decoupling layer like h-BN or Cu2N separating the magnetic atom
from the bulk substrate [46, 47, 64, 67]. For example, for Co atoms on Cu2N, the
Kondo temperature is found to be TK = 2.6 ± 0.2 K [68]. For Co on h-BN/Rh(111),
TK is found to be around the same temperature, which is also the base temperature of
our instrument [40, 97].

The pre-requisite for a spin to be Kondo screened is the ability of a single electron
from the bath to flip it. Therefore, its ground state needs to fulfill certain criteria: it
needs to be at least twofold degenerate, and the magnetization m of two degenerate
ground states needs to differ by |∆m| = 1. Co (S = 3/2) is an ideal candidate for Kondo
screening [58].

Another issue that comes while analyzing the Kondo resonance is its varying,
asymmetric structure on metal substrates. This interference can be falsely interpreted
as a dip or step-like feature [12, 59, 92]. The interference between the two tunneling
pathways, i.e., the scattering tip and magnetic impurity and the generic tip-sample
tunneling. Such cases may be described by a Fano line-shape

dI
dV

∝
(q+ ε)2

(1+ ε2)
(5.3)
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where ε = (eV − εK)/kBTK , q and εK are the asymmetry parameter and the energy
position of the resonance respectively [23, 92]. This gives FWHM of the resonance
to be 2kBTK . Fano line-shape includes the interference between a Lorentzian and the
constant part of Kondo resonance [23]. A varying Fano parameter can explain both
the dip and peak-like structures that are sometimes obtained for such measurements
[12, 59, 92]. In the present work, these Kondo resonances are fitted to a Frota line-
shape [25]. The following formula

D(ε) =
2

πΓA
Re

[
ιΓK

ε + ιΓK

]1/2

(5.4)

where ΓA is given by Friedel sum rule for intensity of the resonance, accurately
describes the Kondo resonance.

5.2 Overview of Kondo features observed

This section provides an overview of the various spectroscopic features measured on
CoHx adsorbates on h-BN/Cu(111). On our first evaporation of Co, the adsorbates
were found to be mobile and could not be scanned easily. The influence of the tip
seemed to be enough to push the atoms away from the scanning area. Later, on a
partially covered surface with an evaporation time of 60 s, a low coverage of Co on
h-BN/Cu(111) was obtained. All the measurements presented in this section were
taken on the sample mentioned above. In Fig. 5.2(a), a pseudo 3D image generated
from constant current STM image is shown. h-BN growing over the copper terraces
can be seen with a bare Cu(111) patch in the middle. Co adsorbates have an apparent
height of ~200 pm on h-BN/Cu(111) and ~100 pm on Cu(111) (Set point: 100 pA, -50
mV).

To elaborate upon why CoHx complexes are obtained along with single Co atoms
it’s important to mention that the Co evaporator is more than one meter away from the
sample surface. This translates into requiring high Co flux even for a fraction of the
sub-monolayer coverage [40]. This led us to believe that residual H from the chamber
gets co-deposited leading to formation of CoHx complexes. During the experiments
on Co on h-BN/Rh(111) the same issue was addressed by careful outgassing, but it
does not seem to completely avoid hydrogen contamination [47, 63]. Anyhow, the
variety of CoH species offer an exciting playground with their varying spin signatures
[46, 64].

A general set of spectroscopic features obtained from Co on h-BN/Cu(111) is
shown in 5.2(b). Two variants of the characteristic zero-bias peak for spin-1/2 species
are observed on ~20% of the adsorbates. Close to ~80% of these were the broad Kondo
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Fig. 5.2 Kondo features of presumably different CoHx species on h-BN/Cu(111) . a.
Pseudo 3D image of h-BN/Cu(111) after Co evaporation (100×100 nm2 ). CoHx
adsorbates can be identified using their apparent height (~200 pm) and size (1×1
nm2). b. Sharp and broad spin-1/2 Kondo signature observed on h-BN/Cu(111). On
some rare occasions (<1%) spin-1 signatures were observed (bottom spectrum). c.
Kondo signatures under B-field. Zeeman energy splitting of the Kondo peak at B =
5 T. ∆Γ ≈ 800 µeV was observed which corresponds approximately to the magnetic
energy for B = 5 T (578 µeV for g = 2). Scale bar : 1 nm. d. No splitting of sharp
Kondo peak at B = 5 and 10 T. Sharp and broad are broadened by the magnetic field
energy but do not exhibit any splitting.
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feature shown in the center frame in Fig. 5.2(b). FWHM for such features ranged
from 4-15 meV with a signal to background ratio of 300-500%. These peaks were
successfully fit using Fano line-shapes (Eq. 5.3). The sharp features, shown in Fig.
5.2(b) have FWHM ranging from 0.8-3 meV with signal to background ratio of over
700%. Frota line shape was used to fit both the peak features and the FWHM reported
are obtained from it. For some extremely sharp features the Frota line-shape could
not successfully fit the height of the peak (see Fig. 5.2(b)). In some extremely rare
cases, we obtained spin-1 features which have magnetic anisotropies similar to the
ones obtained on h-BN/Rh(111) [64].

One way to verify these spectroscopic features being related to the Kondo effect is
by looking at them in a magnetic field. Fig. 5.2(c) shows splitting in one of the sharp
features. The red dotted line corresponds to the measurement position of dI/dV on
the atom. It can be seen that the split peak is observed as the measurement position
travels over the center of the atom and fades slowly as it surpasses it. Surprisingly, not
all the sharp Kondo-related features were split at a high magnetic field of 5 and 10 T.
For the broad features, only an energy broadening is expected as the Zeeman energy at
the magnetic field is not high enough to split them (see Fig. 5.2(d)). The robustness
of the sharp Kondo feature is interesting, and further investigation is required to get a
deeper insight.

The sharpness of the Kondo features could be related to the adsorption site. Even
though h-BN/Cu(111) is not as corrugated as h-BN/Rh(111) the observation that
CoHx species did not always show a spectroscopic feature at the valley sites could be
extrapolated to the present case. However, it’s not that straightforward to determine
the adsorption site for h-BN/Cu(111). As mentioned before, the high bias voltages
required to observe the contrast between rim and valley sites are not suitable to scan
over highly mobile CoHx adsorbates.

Another interesting observation related to the Kondo features that did not split
is the development of an asymmetry between negative and positive bias. For the
cases of both sharp and broad Kondo feature, the broadening of peak occurred in
the positive bias leading to the said asymmetry. It was verified by doing background
dI/dV measurement that this feature did not originate from the tip which showed a
flat density of states for this energy range.

5.3 Discussion

CoHx on h-BN/Cu(111) is an interesting playground to study manifestations of the
Kondo effect [56, 70, 83]. Not only for different spectroscopic features due to the
chemically different species, but also due to the adsorption of the same species at
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slightly different sites. The spectroscopic features obtained for CoHx were addressed
in two categories: sharp and broad, concerning their FWHM. The sharp peaks had
FWHM ranging from 0.5-3 meV and the broad ones from 3-15 meV. Roughly 20%
of all adsorbates showed Kondo resonance at Fermi energy, and more than 80% of
them were broad ones. In magnetic field, B = 5T, energy splitting of ≈ 800 µeV
was obtained for the sharp peak. Surprisingly, most of the sharp peaks did not show
any splitting in the magnetic field up to 10 T. The broad peak features underwent
broadening as the Zeeman energy is not high enough to split these peaks. The possible
reason for a variety of features obtained could be different adsorption sites on the
h-BN (i.e., N, B, or hollow site). Also, the H concentration in the CoHx specie could
lead to these features. Further investigation is required to deconvolve the effect of
adsorption sites on the Kondo effect of CoHx on h-BN/Cu(111).

The next steps involve using the combined STM/AFM functionality of our instru-
ment for determination of the adsorption sites of the adsorbates concerning a valley
and rim areas using the fact that the contrast can still be observed at low bias voltages
in the frequency shift channel. It was also observed that adsorbates stuck to the tip
when it scanned over the surface at positive bias voltages of around 100 meV. Pulsing
did to clean the tip (at a negative bias voltage of 10 V) led to the adsorbates being
found on the previously clean h-BN/Cu(111) areas. This approach, however, is not
very reliable as a variety of adsorbates are obtained on the surface which shows a
range of spectroscopic features. Vertical manipulation of adsorbates did not seem so
straightforward with the Pt tip we use as the magnetic atom has much more affinity
towards the metal than the decoupling layer. Also, better control over H contamination
would go a long way in lifting discrepancy over the variety of features observed.





Chapter 6

Summary and Outlook

The work presented in this thesis, for the most part, involved preliminary structural
and electronic characterization of the h-BN/Cu(111) substrate using a low temperature
combined STM/AFM. The studies of the Kondo effect on CoHx species revealed the
non-triviality of the analysis of such spectroscopic features on corrugated decoupling
layers like h-BN. Nevertheless, CoHx on h-BN/Cu(111) provides a vibrant playing
field for manifestations of Kondo interactions depending on the coupling between the
magnetic impurity and the electron bath.

The tip-sample approach is optimized, as discussed in Chapter 2, using a kink in
the junction capaceitance at a low tip-sample distance (~1 µm) as the cut-off criteria
for switching from coarse to auto approach. This optimization has saved us precious
measurement time. This method can be easily extrapolated to other scanning probe-
based instruments [79]. The idea of de Voogd et al. to follow the capacitance change
during the approach to optimize approach mechanism relies on the same physical
principles [17]. However, the presented method is a bit more conservative, arguably
safer way to switch from coarse to auto approach, which is closer to the conventional
approach mechanism.

In Chapter 3, the Φ variations on h-BN/Cu(111) are discussed. The corrugation
observed was pinned entirely on the electronic structure and h-BN itself was presumed
to be flat in the first report on this surface [32, 51]. However, recently it was updated
that a minimal corrugation of 0.45 Å is present between the valley and rim regions
with a height of h-BN over Cu(111) around 3.38 ± 0.06 Å [81]. In our case, the
Φ variation corresponds to the electronic corrugation of the layer. The value of the
first FER shift is found to be 143 ± 11 meV. This value is in agreement with the
value predicted by DFT [32, 51]. The complimentary measurement using KPFM
underestimates the magnitude of Φ variation due to the averaging effects stemming
from the averaging over tip dimensions. FER provide a high-resolution map of such
variations on the surface. The trapping of resonances in the valley led to ring-like
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structures inside the valley at specific energies. A model in the context of modes
existing in circular potential well states could shed some light onto this observation.

From the preliminary analysis of the vertical stiffness measurement on the mono-
layer, one could infer that h-BN/Cu(111) is much stiffer than h-BN/Rh(111) as the
rim, bridge and valley areas undergo similar changes under the tip influence during
the constant height frequency shift maps. An analysis of vertical short-range forces
for the rim area showed no deformation of the layer which reflects its higher stiffness
than h-BN/Rh(111) [40, 41]. Nevertheless, this measurement with its dependency on
precision and stability due to long measurement time is an excellent representation of
the stability of our instrument.

The first measurements of magnetic impurities on h-BN/Cu(111) were reported.
CoHx species showed a range of spectroscopic features which are still not completely
understood. As discussed in Chapter 5, both the chemical nature and the adsorption
site of the species could lead to the variety of features. However, the measurements in
different magnetic fields prove the origin of these signatures to be due to the Kondo
effect. The sharp peak showed a splitting of ~800 µeV at B = 5 T. Surprisingly,
the majority of the peaks, both sharp and broad, only underwent broadening and a
development of an asymmetry. Further investigation using nc-AFM scanning could
shed light onto the adsorption site of these species and hence, pinpoint the origin of
the various features observed.

Outlook

Decoupling layers such as h-BN/Cu(111) provide an interesting template for confining
adsorbed molecules or other species in electronic potential traps [50]. This provides
an interesting alternative approach to nano-patterning on the surface. Another aspect
of the h-BN layer is that controlled defects could enhance its capacity to trap and
immobilize adsorbates, while still conserving their magnetic and electronic properties
[10]. Periodic arrays of immobilized adsorbates can even lead to the emergence
of new electrical, magnetic and optical properties [44, 99], potentially making it a
multi-functional coating.

The Kondo effect depends highly on the coupling strength along with the modula-
tion of magnetic anisotropy energies of magnetic atoms due to local fields. Systems
like Co on Cu2N, Rh(111) or Cu(100) [52, 58, 64, 96] were already used to display
Kondo exchange dependency on relative adsorption sites. Even though h-BN/Rh(111)
served as a great passivity layer, it suffered from a strong corrugation leading to local
strains in the layer affecting the Kondo exchange [46, 47, 64]. h-BN/Cu(111) which
was prophesied to be flat with only an electronic corrugation, shows slight mechanical
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corrugation from the preliminary analysis. This hinders one from pin-pointing at the
exact influence of conduction electrons from the substrate or the local strain or defects.
The determination and control of the coupling of spin systems to a metal electrode
is a topic that is not only interesting for a general scientific understanding but also
provides application guidelines for the design of atomic qubits that could mediate and
control the qubits’ decoherence with the environment.
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